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1. Introduction

There has been a strong interest in understanding interactions
between bank capital regulation and macroeconomic fluctuations
among policymakers and academic researchers. The interest has
become even stronger in the aftermath of the recent financial crisis.
One of the key concerns, especially from a macroeconomic per-
spective, is that bank capital regulation can induce significant
“procyclicality,” meaning that bank capital regulation can amplify
macroeconomic fluctuations. The procyclical effect was recognized
under the first bank capital regulation—i.e., Basel I—in which banks
are required to hold a constant fraction of equity. The procyclicality
issue has received significantly more attention under the so-called
risk-sensitive regulation (Basel II). Under Basel II, the risk weight
associated with each loan is negatively related to the borrower’s
credit quality; therefore, during an economic downturn when over-
all credit quality deteriorates, capital requirements become more
stringent. This further limits banks’ lending capacity. Our inter-
est is to quantify the procyclical effects using a general equilibrium
macroeconomic model.

There are many papers with similar interests. Blum and Hellwig
(1995) examine the procyclical effects of fixed capital requirements
under Basel I. Using a simple reduced-form macroeconomic frame-
work, they argue that it is likely to amplify macroeconomic fluctua-
tions. Heid (2007) goes one step further by studying the implications
of risk-sensitive capital requirements in a similar reduced-form envi-
ronment. More recently, Zhu (2008) studies the effects of bank cap-
ital regulation on banks’ behavior by applying the industry model
of Cooley and Quadrini (2001) to a banking sector that is subject
to risk-sensitive capital requirements. Finally, Repullo and Suarez
(2009) develop a microfounded partial equilibrium model of relation-
ship banking and analyze the banks’ behavior under risk-sensitive
capital requirements. They show that the procyclicality under Basel
II can be sizable.

Relative to these previous studies, we examine the business
cycle implications of bank capital requirements in a general equi-
librium macroeconomic model. Using a general equilibrium frame-
work allows us to quantify the impact of bank capital regulation on
macroeconomic variables. In our model, the financing of capital
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goods production is subject to an agency problem, as in Carlstrom
and Fuerst (1997). The financing problem, however, is characterized
by entrepreneurs’ moral hazard and liquidity provision by finan-
cial intermediaries. This framework is proposed by Holmstrom and
Tirole (1998) and adapted by Kato (2006) to a dynamic stochastic
general equilibrium (DSGE) environment. We extend Kato’s work
along several dimensions so that we can examine the quantitative
impact of bank capital regulation. We are aware that there are
several alternative approaches. The first alternative would be the
costly state verification framework developed by Townsend (1979)
and popularized in macroeconomics by Bernanke and Gertler (1989),
Carlstrom and Fuerst (1997), and Bernanke, Gertler, and Gilchrist
(1999). The second alternative is the double moral hazard framework
of Holmstrom and Tirole (1997) that is adapted to the macroeco-
nomic environment by Chen (2001) and Meh and Moran (2010).1

We have adopted the framework of Holmstrom and Tirole (1998)
because the model generates countercyclical liquidity dependence;
firms tend to rely more heavily on lines of credit to finance their
liquidity needs during downturns, and this countercyclical liquid-
ity dependence underscores the important role banks play in the
economy. The importance of credit lines in bank financing is very
well known. For instance, loans made under a credit line amount
to almost 80 percent of total commercial and industrial (C&I)
loans.2 As Schuermann (2009) mentions, during economic down-
turns, market finance becomes scarce, and firms increase their liquid-
ity dependence on banks by drawing down the loan commitments
pre-arranged with banks.3 These empirical observations have led us
to use the liquidity dependence framework instead of other pop-
ular frameworks mentioned above. This paper attempts to quan-
tify the interaction between liquidity dependence and bank capital
regulation.

1In addition to entrepreneurs’ moral hazard, this framework features moral
hazard of the banking sector with respect to project monitoring, thus endoge-
nously generating fluctuations in the bank capital ratio. However, Chen (2001)
and Meh and Moran (2010) do not model regulatory requirements.

2See the Survey of Terms of Business Lending (FRB E.2 Release).
3There are several papers on the importance of loan commitments for bank risk

management and corporate liquidity management. See, for example, Kashyap,
Rajan, and Stein (2002) and Sufi (2009), respectively.
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We impose bank capital requirements assuming that raising
funds through equity is more costly than raising them through
deposits, as in Repullo and Suarez (2009). We assume that the cap-
ital requirement ratio increases inversely with the business cycle
under Basel II, while it is fixed at a pre-specified level of 8 per-
cent under Basel I. Another key ingredient of our paper is the
assumption that equity issuance is more costly in recessions. It is
well known that new equity issuance during a downturn can be
very costly.4 More generally speaking, as noted by Kashyap and
Stein (2004), bank equity becomes scarcer in downturns, raising
its (shadow) cost. By introducing the time-varying equity issuance
cost, we distinguish between the two regulatory regimes depending
on whether only the equity issuance cost is time varying (Basel I)
or both the equity issuance cost and the capital requirement ratio
are time varying (Basel II). Adopting these parsimonious specifica-
tions allows us to assess the procyclicality effects in a stylized DSGE
environment.

The model is calibrated by using relevant observable informa-
tion such as the utilization rate of credit lines. We specify the time-
varying capital requirement in our model by using the actual Basel
II risk-weight formula. To calibrate the equity issuance cost vari-
able, we utilize the evidence by Kashyap and Stein (2004) that the
additional cyclical pressure on bank capital positions under Basel II
is of almost the same order of magnitude as the effect under Basel
I. Further, we also consider cases in which the equity issuance cost
responds more sharply to the business cycles. This is motivated by
Repullo and Suarez’s (2009) claim that the shadow cost of bank
equity can be very high at the time of financial distress. It is shown
that, across various plausible calibrations, Basel I and Basel II con-
tribute to increasing the standard deviation of output fluctuations
by around 5 basis points and 10 basis points, respectively. These
numbers suggest that the capital requirements have on average rel-
atively minor procyclical effects on the aggregate economy. However,
we also show that the effects can be more pronounced around busi-
ness cycle peaks and troughs. For example, around the bottom of
business cycles, output in the Basel I economy can be lower than that

4See, for example, the discussions and references in Repullo and Suarez (2009).



Vol. 6 No. 4 Procyclicality of Capital Requirements 141

in the no-requirement economy by 10–15 basis points. This magni-
fication effect can be as large as 20–40 basis points when the Basel
II economy is compared with the no-requirement economy.

Qualitatively speaking, the procyclicality in our model is driven
by the feature that capital requirements directly affect the bank’s
ability to provide lines of credit to entrepreneurs. Under Basel II,
when the availability of lines of credit is more valuable (during down-
turns), the cost of making those loans is higher as a result of the
higher capital requirement: A more strict capital requirement implies
that it is more difficult for the bank to meet entrepreneurs’ financ-
ing needs and, consequently, more positive net present value (NPV)
projects (that would otherwise be implemented) are destroyed. The
same mechanism works when the equity issuance cost rises during
downturns. Banks face both of the two constraints under Basel II,
whereas only the time-varying equity issuance cost induces procycli-
cality under Basel I.

While our main focus is on the volatility effects of capital require-
ments, we also look at the steady-state effects of a permanently
higher capital requirement ratio. Since our model omits any welfare-
improving aspects of capital requirements, the higher capital require-
ment necessarily entails only negative effects on the macroeconomy.
Having recognized this limitation, the transition dynamics to the
new steady state exhibit some interesting patterns among macro
variables. First, our model naturally implies that output, consump-
tion, and investment all converge to permanently lower levels. How-
ever, before reaching this new steady state, investment goes down
significantly more in the first few years, while household consump-
tion increases: The higher capital requirement reduces the supply of
capital goods, causing the price of capital goods to rise over time, and
this induces the substitution into consumption away from savings
(investment) in the short run.

This paper proceeds as follows. In section 2, we describe our
model. In section 3, we calibrate the model. Section 4 focuses on the
steady-state effects of permanently higher capital requirement with-
out aggregate fluctuations of the economy. Section 5 presents the
main result of the paper, namely the business cycle implications of
Basel I and Basel II. The section considers both the “average” effects
and the effects around business cycle peaks and troughs. Section 6
concludes the paper.
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2. Model

The model structure is similar to that in Kato (2006), who pro-
vides an important alternative to Carlstrom and Fuerst (1997) and
Bernanke, Gertler, and Gilchrist (1999) in modeling the financial
frictions in macroeconomic models. The latter two papers embed
costly state verification (CSV) into an otherwise-standard real busi-
ness cycle (RBC) model. Instead of CSV, Kato (2006) adopts the
financial contract developed by Holmstrom and Tirole (1998), who
emphasize the importance of liquidity provision by financial inter-
mediaries and its interaction with entrepreneurs’ moral hazard. We
deviate from Kato (2006) in the following two ways. First, we allow
for non-zero liquidation value when projects are abandoned. The sec-
ond way, which is the focus of our paper, is that we impose capital
requirements on financial intermediaries.

2.1 Environment

The economy is populated by four types of agents: a fixed mass
1 − η of households, a fixed mass η of entrepreneurs, banks, and
firms. Both households and entrepreneurs supply labor and rent out
capital to the firms that produce the consumption good. Entrepre-
neurs differ from households with respect to their ability to pro-
duce the capital good. Entrepreneurs borrow funds from the banks,
which funnel households’ savings. The intermediation is subject to
the agency problem of Holmstrom and Tirole (1998). Further, banks
are also constrained by the capital requirement. The sequence of
events, which is similar to that in Carlstrom and Fuerst (1997), is
summarized in table 1.

2.2 Financial Contract

The financial contract starts and ends within a period. The general
equilibrium of the economy influences the contract only through the
level of net worth n and the price of capital q. These variables are
thus treated parametrically in this sub-section.

The contract involves two parties, a bank and an entrepreneur.
Both parties are risk neutral. Entrepreneurs are endowed with tech-
nology that converts the consumption good into the capital good. Let



Vol. 6 No. 4 Procyclicality of Capital Requirements 143

Table 1. Sequence of Events within a Period

1. The aggregate technology shock (ε) is realized.
2. Firms hire labor and rent capital from households and entrepreneurs

and produce the consumption good.
3. Households earn their labor and capital income and make the

consumption-saving decision.
4. Banks use the resources obtained from households to provide loans to

entrepreneurs. The optimal contract is described in sub-section 2.2.
5. Entrepreneurs borrow i − n consumption goods from the bank and

place all of them together with their entire net worth n into capital-
creation projects.

6. The idiosyncratic liquidity shocks (ω) are realized. Projects with
ω ≤ ω are financed through credit lines. Otherwise, projects are
abandoned and the bank obtains the liquidation value of τi.

7. Outcomes of the continued projects are realized. The entrepreneurs
with successful projects distribute a part of the return to the bank.

8. Entrepreneurs make the consumption-saving decision.

i be the investment size (measured in the consumption good), which
yields Ri units of the capital good when the project is successful.5

The success probability is pj , where j ∈ {H, L}. The entrepreneur,
whose net worth is n, borrows i − n units of the consumption good
from the bank.

The project proceeds in three stages (0, 1, and 2). At stage 0, the
investment (i) is put in place. At stage 1, the exogenous “liquidity
shock,” ω ∈ [0,∞), is realized. The shock ω measures a per-unit-
of-investment liquidity infusion (in units of the capital good) that
is necessary to continue the project. ω is assumed to be i.i.d. cross-
sectionally and over time, and distributed according to Φ(ω) with
density φ(ω). Without the cash infusion, the project is abandoned
and liquidated. When the project is abandoned, the salvage value,
τi, is transferred to the lender.6 The last stage, in which the project
is actually undertaken, is subject to moral hazard of the entrepre-
neur. He can exert effort or shirk. Exerting effort yields the success

5When it fails, the return is zero.
6Kato (2006) assumes that the liquidation value is zero. In contrast, we allow

for a positive liquidation value, and the parameter τ is calibrated referring to the
empirical evidence.
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probability of pH and no private benefit, and shirking results in the
lower success probability of pL(< pH) and yields a private benefit
of Bi.

As Holmstrom and Tirole (1998) show, socially optimal financ-
ing in this environment is characterized by the cutoff rule that the
project is abandoned if and only if ω ≥ pHR ≡ ω1. This level of the
liquidity shock is called the first best cutoff.

2.2.1 Capital Requirements and Equity Issuance Cost

The bank can raise funds through either deposits or equity (e), but
holding equity involves the equity issuance cost c. We assume for
analytical convenience that this cost is linear with respect to the
size of equity issuance:

c = γ(A)e, (1)

where γ(A) represents the per-unit cost of holding equity, which
is assumed to depend on the aggregate economic condition. More
specifically, we take the total factor productivity (TFP) process (A)
as representing this aggregate economic condition. The TFP process
and the functional form for γ(A) will be specified in the calibration
section.

Under the presence of the equity issuance cost, the bank’s zero
profit condition can be written as follows:

i − n + qiE(ω|ω ≤ ω)Φ(ω) = qi

∫ ω

0
pH(R − Re(ω))φ(ω)dω

+ qi(1 − Φ(ω̄))τ − c, (2)

where the left-hand side represents the total number of loans (i.e.,
the sum of initial project loans and credit lines in the middle stage).7

On the right-hand side, Re is the return to the entrepreneur, and
thus the first term represents the expected return to the bank. The

7The left-hand side also equals the total resource (i.e., saving) that the house-
hold owns at the banking sector over the course of the financial contract.
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second term gives the liquidation value when the project is termi-
nated, and the last term gives the equity issuance cost. The bank
is, by regulation, required to maintain a certain level of equity; the
regulator imposes the “capital requirement” in terms of the size of
equity relative to the total number of loans, which is written as

e = θ(A)[i − n + qiE(ω|ω ≤ ω)Φ(ω)], (3)

where θ(A) is the capital requirement ratio, which can depend on
the aggregate TFP process. Note that because equity is more costly
than deposits, the capital requirement holds with equality, which
is imposed in equation (3). Combining equations (1), (2), and (3)
results in

[1 + Θ(A)][i − n + qiE(ω|ω ≤ ω)Φ(ω)]

= qi

∫ ω

0
pH(R − Re(ω))φ(ω)dω + qi(1 − Φ(ω̄))τ, (4)

where Θ(A) ≡ θ(A)γ(A). Our main interest is to examine the pro-
cyclical effects of the two forms of capital requirements: (i) a flat
requirement in which θ is fixed regardless of the aggregate condition
and (ii) a “procyclical” requirement in which θ is higher (lower) dur-
ing downturns (booms). Each of the two capital requirement schemes
is intended to mimic the capital requirement under Basel I and Basel
II, respectively. Note also that regardless of which regime the econ-
omy is in, the time-varying feature of the equity issuance cost is
maintained.

We would like to stress here a few issues regarding our modeling
strategy for the capital requirements and the equity issuance cost.
In our model, banks are perfectly competitive intermediaries that
simply channel funds from households to capital-producing entre-
preneurs. Operating this service per se does not require bank equity,
and the requirement of holding a certain level of bank equity is mod-
eled simply as a “tax” on financial intermediation. Furthermore, we
impose this cost exogenously, meaning that regulation plays no use-
ful role in the economy. That is, since the intra-period financial con-
tract is, by construction, not subject to the aggregate risk, the bank
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failure never occurs in our model. The bank capital requirement thus
plays no role in this regard.8 Another way to motivate capital regu-
lation is to consider an environment like the one considered by Van
den Heuvel (2008), in which the capital requirement plays the role
of mitigating the bank’s moral hazard created by deposit insurance.
We leave these important issues aside, given that our main interest
is on quantifying the volatility effects.

We also make an assumption that the equity issuance cost fluc-
tuates exogenously over the business cycle. More specifically, we
assume that γ′(A) < 0. It seems quite plausible that the cost of
maintaining a certain level of bank equity is countercyclical. It is
well known that issuing equity is much more expensive during reces-
sions (see Repullo and Suarez 2009). More generally, Kashyap and
Stein (2004) argue that bank capital becomes scarcer during bad
times, raising the “shadow cost of capital.”9 This scarcity reflects
the fact that higher loan losses and lower operating income deplete
the stock of bank capital more rapidly during recessionary times.
Ideally, we would like to endogenously incorporate this feature into
the model. However, our model is arguably too stylized and thus we
take a shortcut.10 In section 3 below, we will discuss more specific
features of this exogenous process.

2.2.2 Optimal Contract

The optimal contract maximizes the entrepreneur’s expected pay-
offs by choosing (i) the size of the project i, (ii) the return to
the entrepreneur, Re when the project is successful,11 and (iii) the
cutoff liquidity shock (ω̄). The problem is subject to the bank’s

8One could imagine a model with an inter -period contract that cannot be
contingent on aggregate risk. In such an environment, bank capital requirements
can play the role of avoiding bank failure.

9See also the references therein for further discussion of this
point.

10Covas and Den Haan (2010) also specify a similar exogenous process for
the equity issuance cost to analyze debt and equity finance over the business
cycle, although their focus is on the behavior of the non-financial corporate
sector.

11This is equivalent to choosing the division of the total return R between the
two parties.
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break-even constraint and the entrepreneur’s incentive compatibility
constraint:12

max qi

∫ ω̄

0
pHRe(ω)φ(ω)dω − n, (5)

subject to equation (4) and the entrepreneur’s incentive compatibil-
ity constraint,

pHRe(ω) ≥ pLRe(ω) + B. (6)

Observe that in the problem above, the return to the entrepreneur
is allowed to be contingent on ω. However, as Holmstrom and Tirole
(1998) show, equation (6) binds in the optimal contract and thus
the dependence of the return to the entrepreneur on ω vanishes; i.e.,
Re(ω) = B

pH−pL
. This result arises because it is optimal that the

entrepreneur borrow as much as possible up to the so-called bor-
rowing limit, which is in turn achieved by the borrower taking the
minimum payment necessary to exert high effort. The return to the
lender is then written as pH

(
R− B

pH−pL

)
≡ ω0, which is called pledge-

able income. Using the binding incentive compatibility constraint,
equation (6), in equation (4) results in

i =
1

1 − qh(ω̄, Θ(A))
n, (7)

where

h(ω̄, Θ(A)) =
Φ(ω̄)ω0 + (1 − Φ(ω̄))τ

1 + Θ(A)
− E(ω|ω ≤ ω)Φ(ω). (8)

These expressions make clear that investment is directly influenced
not only by net worth and the price of capital as in Kato (2006) but
also by the capital requirement ratio and the cost of bank equity.
Using equation (7) in equation (5) and maximizing the resulting
expression with respect to ω̄ results in the following first-order con-
dition:

q

∫ ω̄

0
Φ(ω)dω = 1 − qτ

1 + Θ(A)
. (9)

12Note that a binding capital requirement is a priori imposed below.
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We can solve this optimality condition for the cutoff liquidity shock
ω̄, given the levels of q and Θ(A).

As in Kato (2006), we define the degree of liquidity dependence
as follows:

Liquidity dependence ≡
i
∫ ω̄

0 ωdΦ(ω)
ipHRΦ(ω̄)

=
E(ω|ω ≤ ω)

ω1
. (10)

Equation (10) captures the dependence on the bank’s liquidity pro-
vision relative to the size of investment. In Kato (2006), where τ = 0
and Θ(A) = 0, the second term in the right-hand side of equation
(9) drops out, and it is particularly simple to see in that case that q
and ω are negatively related. The negative relationship then implies
countercyclical liquidity dependence in equation (10) (given that q is
procyclical). As we will see later, the countercyclical liquidity depen-
dence will also be true in our model. Note, however, that equation
(9) alone cannot tell how changes in Θ influence ω and thus liquid-
ity dependence.13 To assess this effect, we will later consider an
experiment of changing Θ without changing A and see how other
endogenous variables respond to it. There we will see that higher
Θ causes the supply of funds to drop and thus raises the price of
capital. When the price of capital is higher, ω and thus liquidity
dependence go down.

2.3 Households

The representative household maximizes the discounted sum of their
utility derived from consumption (ct) and leisure (lt):

E0

∞∑
t=0

βtu(ct, lt), (11)

where β is the discount factor. As in Carlstrom and Fuerst
(1997) and Kato (2006), we assume that the utility function is

13In particular, equation (9) does not imply that non-zero τ is necessary for
the capital requirement to have any effects in the model. For example, equations
(7) and (8) indicate that Θ directly affects the relationship between net worth
and investment, which in turn comes from the effect of Θ on the bank’s balance
sheet (equation (4)).
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additively separable in consumption and leisure, and labor supply is
indivisible:

u(ct, lt) =
c1−ψ
t

1 − ψ
+ ν(1 − lt), (12)

where ψ is the coefficient of relative risk aversion and ν is a normal-
izing constant.14 The decisions are subject to the following budget
constraints:

ct + st = rtkt + wt(1 − lt), (13)

kt+1 = (1 − δ)kt +
1
qt

st, (14)

where st is the household saving at the bank; kt is the capital stock
held by the household; wt and rt are, respectively, wage and interest
rates paid by the firm; and δ is the depreciation rate of the capital
stock. Note that the household saving st equals the total number of
loans which correspond to the sum of the two terms appearing in
the left-hand side of equation (2).15

The first-order conditions to this problem are standard and writ-
ten as follows:

qt = βEt

(
ct

ct+1

)ψ

[rt+1 + (1 − δ)qt+1], (15)

−νcψ
t = wt. (16)

2.4 Entrepreneurs

In modeling the behavior of entrepreneurs, we make several assump-
tions similar to those in Carlstrom and Fuerst (1997), which are also
adopted by Kato (2006). First, they are risk neutral. Second, they

14Our results below are not sensitive to the choice of the functional form. For
instance, we have experimented with cases where the utility function is non-
separable and where labor supply is divisible, and obtained results similar to
those reported below.

15The saving yields gross interest of unity as in Carlstrom and Fuerst (1997).
This outcome is supported by the assumption that the financial contract starts
and ends within the same period.
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discount the future more heavily (βe < β) than the households.
This latter assumption is to avoid the self-financing equilibrium. In
other words, absent this assumption, entrepreneurs quickly accumu-
late enough wealth by postponing consumption, so that the project
can be financed through internal funds only. By lowering the dis-
count factor for them, we prevent this self-financing equilibrium from
arising.16 The third assumption is that entrepreneurs supply labor
inelastically to the firm.

The entrepreneur maximizes the discounted sum of their utility
derived from consumption (ce

t ):

E0

∞∑
t=0

(βe)tce
t . (17)

As described in table 1, the entrepreneur first receives labor and cap-
ital incomes from the consumption goods sector at the start of each
period. He then enters into the financial contract with net worth nt:

nt = (1 − δ)qtzt + rtzt + we
t , (18)

where zt is the capital stock held by the individual entrepreneur and
we

t is the wage payment to the entrepreneur. The entrepreneur’s net
worth consists of the undepreciated part of the capital stock and
the two flow incomes from the consumption goods sector. That the
entrepreneur earns labor income is important because it allows the
entrepreneur to enter into the financial contract with non-zero net
worth even when he starts with zero capital stock.17 When the entre-
preneur withstands the liquidity shock (i.e., ω ≤ ω) and the project
turns out to be successful, the consumption-saving decision is subject
to the following constraint:

ce
t + qtzt+1 =

qtR
e

1 − qth(ω̄t,Θ(At))
nt. (19)

16The alternative way to avoid this situation is to assume that a certain frac-
tion of entrepreneurs die each period and sell their accumulated wealth to the
household. See, for example, Carlstrom and Fuerst (1997) and Bernanke, Gertler,
and Gilchrist (1999) for more details.

17He starts the current period with no capital stock when the project was
abandoned or failed in the previous period.
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The right-hand side of equation (19) represents the total return to
the entrepreneur. The numerator gives the per-project return and
the remaining term gives the size of investment as a multiple of his
net worth, which was derived in equation (7). The entrepreneur’s
consumption-saving decision obeys the following Euler equation:

qt = βeEt[qt+1(1 − δ) + rt+1]
qt+1(ω1 − ω0)Φ(ω̄t+1)

1 − qt+1h(ω̄t+1,Θ(At+1))
. (20)

When the project is abandoned or unsuccessful, the entrepreneur
gets nothing; thus, ce

t = zt+1 = 0. Note that the entrepreneur’s
project succeeds with probability pHΦ(ωt). Aggregating the capital
stocks held by η entrepreneurs, we can write

Zt+1 =
(ω1 − ω0)Φ(ω̄t)

1 − qth(ω̄t,Θ(At))
ηnt − ηce

t

qt
,

where Zt+1 is the aggregate capital stock held by the entrepreneurial
sector.

2.5 Firms

The representative firm produces the consumption good by using
the following constant-returns-to-scale technology:

Yt = AtK
α
t Hι

tJ
1−α−ι
t , (21)

where A is TFP, K is aggregate capital stock, H is labor supply by
the household sector, and J is labor supply by the entrepreneurial
sector. TFP evolves according to the following AR(1) process:

lnAt+1 = ρ lnAt + εt+1. (22)

The technology shock εt is distributed as standard normal N(0, σε).
Labor and capital rental markets are assumed to be competitive.
The firm thus hires two types of labor and rents capital accord-
ing to rt = αAtK

α−1
t Hι

tJ
1−α−ι
t , wt = ιAtK

α
t Hι−1

t J1−α−ι
t , and

we
t = (1 − α − ι)AtK

α
t Hι

tJ
−α−ι
t .
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2.6 General Equilibrium

The following market clearing conditions close the model:

Ht = (1 − η)(1 − lt) (23)

Jt = η (24)

Yt = (1 − η)ct + ηce
t + ηi

(
1 + qtE(ω|ω ≤ ω)Φ(ω)

+ qt
Θ(At)Φ(ω̄t)ω0 − (1 − Φ(ω̄t))τ

1 + Θ(At)

)
(25)

Kt+1 = (1 − δ)Kt + ηiω1Φ(ωt). (26)

The first two equations above clear the two labor markets, the
third equation clears the market for the consumption good, and the
last equation clears the market for the capital good. The last term in
equation (25) properly accounts for the resource cost of the capital
requirement net of the liquidation value of the failed projects.

3. Calibration

We now discuss the baseline calibration of the model. One period in
the model is assumed to be one quarter. The parameter values used
in our baseline calibration are summarized in table 2.

3.1 Parameters Set Externally

The discount factor for the household (β) is set equal to 0.99. The
discount factor for the entrepreneur (βe) needs to be set to a lower
value to avoid the self-financing equilibrium and is selected to be
0.94. This value is commonly used in this literature (e.g., Carl-
strom and Fuerst 1997). The constant relative risk aversion (CRRA)
parameter of the household (ψ) is set to 1.5. The firm’s production
technology is Cobb-Douglas, as shown in (21), with the capital share
α equal to 0.33, the household’s labor share ι equal to 0.66, and the
entrepreneur’s labor share equal to 0.01.18 These numbers are all in

18Note that the small share is chosen so that entrepreneurs enter into the finan-
cial contract with at least some wealth. See Carlstrom and Fuerst (1997) and the
discussion in sub-section 2.4.
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Table 2. Baseline Calibration

Discount Factor of Households β 0.99
Discount Factor of Entrepreneurs βe 0.94
Relative Risk Aversion of Households ψ 1.50
Labor Supply Parameter ν 2.68
Capital Share α 0.33
Household Labor Share ι 0.66
Depreciation Rate δ 0.025
Standard Deviation of Liquidity Shock σω 0.44
First Best Cutoff ω1 2.75
Pledgeable Income ω0 1.93
Recovery Rate Parameter τ 0.60
Mean Level of the Capital Requirement θ0 0.08
Elasticity of the Capital Requirement θ1 −8
Mean Level of the Equity Issuance Cost γ0 0.05
Elasticity of the Equity Issuance Cost γ1 −8
Persistence of Aggregate TFP Shock ρ 0.95
Standard Deviation of Aggregate TFP Shock σε 0.007

Note: Under the flat capital requirement (Basel I) regime, the dependence of the
capital requirement ratio on aggregate TFP is suppressed, i.e., θ1 = 0.

line with the previous literature. The depreciation rate of the capi-
tal stock δ is 0.025. The aggregate TFP process (At) is assumed to
have the persistence parameter ρ equal to 0.95 and the conditional
standard deviation σε equal to 0.007. Finally, we set the fraction of
entrepreneurs in the population η to 0.3 as in Kato (2006).19

3.2 Parameters Set Internally

First, the normalizing parameter ν of the labor supply function is
chosen to be 2.68, such that the household spends one-third of its
time on working, given all other parameter values. We assume that

19This parameter has little impact on the aggregate behavior of our model;
we experimented with the case of η = 0.2 and found that the model’s aggregate
properties changed little. See Dorefeenko, Lee, and Salyer (2008), who show that
this parameter works simply as “normalization” in the Carlstrom and Fuerst
(1997) model. In footnote 7 and the appendix of that paper, they spell out this
issue in detail.
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Table 3. Selected Moments: Data vs. Model

Moments Data (%) Model (%)

LGD 39.8 35.4
PD 0.5 0.6
Utilization Rate of Credit Lines 32.5 36.0
Ratio of Unused Commitments

over Total Loans 86.0 91.5

Notes: LGD (loss given default) equals the ratio of the amount of losses to loans out-
standing at the time of default. The reported number is an average over 1982 through
1999 for a large U.S. bank, reported by Araten, Jacobs, and Varshney (2004). PD
(the probability of default) is from Moody’s default rate series. The reported number
is an average over 1982 through 2004. The utilization rate is equal to the ratio of
used revolving credits over the committed amount. It is taken from Sufi (2009), who
uses a sample of 300 firms with debt outstanding over 1996 through 2003. The ratio
of unused commitments to total loans is calculated from the series in Call Reports,
RCFD3423 and RCFD1400, which cover all U.S. commercial banks over 1990 through
2004.

the distribution of liquidity shocks Φ(ω) is log-normal with mean
equal to one and a standard deviation of σω.20 We assign σω together
with the three parameters—the first-best cutoff ω1, the pledgeable
return from the investment ω0, and the liquidation value parame-
ter τ—to match the following four moments from the data: (i) loss
given default (LGD) on bank loans, (ii) probability of default (PD),
(iii) utilization rate on lines of credit, and (iv) the ratio of unused
commitments to total loans. These four moments are summarized in
table 3.

3.2.1 LGD

First, note that Moody’s and Standard & Poor’s (S&P) have data-
bases with recovery rates for various debt instruments. However,
most of the defaults in these two databases are for corporate bonds
and not for bank loans. There are various differences between these
two instruments, and in particular, corporate bonds are unsecured

20The mean of the distribution is set to one as normalization. In principle,
we could use either the steady-state level of the price of capital or the mean as
normalization.
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and bank loans are often secured loans at the time of default. This
results in significant differences in average recovery rates. Specifi-
cally, corporate bonds have significantly lower recovery rates com-
pared with bank loans. We thus make use of the information pro-
vided by Araten, Jacobs, and Varshney (2004) to calibrate average
LGD. This study was based on the default experience of a single
large U.S. bank in the period between 1982 and 1999. Given the
large size of this bank’s portfolio, we believe that this series is more
representative than the information based on a limited number of
defaulted bank loans available in the Moody’s or S&P databases.
The average LGD of this bank over this eighteen-year period is 39.8
percent. We target this value in the steady state by associating it
with the following concept in the model:

LGD = 1 − τqi

i − n
,

where the second term in the right-hand side is the recovery rate of
the initial bank loan.

3.2.2 PD

For the empirical default rate, we rely on the default rate series pub-
lished by Moody’s that covers the period between 1982 and 2004.
In Moody’s data, the average default rate over the twenty-two-year
period is 0.50 percent per quarter, which is taken to be our target. In
the model, the corresponding default rate is simply the probability
that the liquidity shock ω is higher than the cutoff value ω.21

3.2.3 Utilization Rate

We use the evidence gathered by Sufi (2009) to calibrate the average
ratio of the used amount of the credit line to the committed amount.
For a sample of 300 firms with debt outstanding, the average uti-
lization rate is 32.5 percent over the period 1996 through 2003. This

21Recall that, in our model, entrepreneurs’ projects can fail with probability
1−pH even after the projects survive the liquidity shock. This variable pH , how-
ever, does not need to be separately calibrated; this variable is embedded in ω0
and ω1. In terms of interpretation, we assume implicitly that pH is very close
to 1.
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evidence is taken to be our target. In the model, we can define the
utilization rate as follows:

Utilization Rate =

∫ ω

0 ωdΦ(ω)
ωΦ(ω)

=
E(ω|ω ≤ ω)

ω
.

3.2.4 Unused Commitments

The ratio of unused commitments to total loans is available on the
regulatory filings of all commercial banks. The information is col-
lected as part of the Call Reports. The sample period for this series
is 1990 through 2004. The average ratio of unused commitments over
this period amounts to 86 percent. In the model, this ratio is defined
as follows:

Ratio of Unused Commitments =
qi

∫ ω

0 (ω − ω)dΦ(ω)

i − n + qi
∫ ω

0 ωdΦ(ω)

=
qi[ω − E(ω|ω ≤ ω)]Φ(ω)

i − n + qiE(ω|ω ≤ ω)Φ(ω)
.

Table 3 presents the steady-state performance in matching these
four moments. While the model is unable to match these moments
exactly, three moments appear reasonably close to their empirical
counterparts.

3.3 Capital Requirement and Equity Insurance Cost

It remains to specify the processes for the regulatory capital require-
ment (θ) and the equity issuance cost (γ). We assume that these
variables follow simple log-linear functions of the TFP process At:

θt = θ0A
θ1
t , (27)

γt = γ0A
γ1
t , (28)

where θ0, θ1, γ0, and γ1 are the parameters to be calibrated. Putting
these two costs together, we obtain

Θt = θ0γ0A
θ1+γ1
t . (29)
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As we mentioned above, we consider two regulatory regimes: (i)
the fixed capital requirement regime and (ii) the procyclical capi-
tal requirement regime. In the former regime, θt is fixed at θ0 and
θ1 is set equal to zero. Thus, only the time-varying equity issuance
cost is maintained. This regime mimics the Basel I regulation. In
the latter regime, both variables are time varying. The time-varying
capital requirement in this regime is intended to mimic the Basel II
regulation.

3.3.1 Capital Requirement Ratio

Let us first discuss the calibration of the capital requirement ratio.
Under the procyclical regulation regime, the capital requirement
ratio increases (decreases) when the economy is in a downturn
(boom), implying that θ1 < 0. We calibrate θ0 and θ1 by using the
Basel II risk-weight formula. Note first that Basel II requires banks
to calculate the risk weight for each loan based on the formula, which
is detailed in the appendix. Roughly speaking, the formula takes PD,
LGD, and maturity of the loan and yields the risk weight for that
loan. We calculate the average risk weight (i.e., the average capital
requirement ratio) by using average values of these three variables.
LGD is taken to be 40 percent, a level consistent with the evidence
mentioned before. Average maturity is taken to be 2.5 years. Last,
we use the Moody’s default rate series for PD. We then obtain a time
series of the economy-wide risk weight over the period 1982 and 2004.
This series fluctuates over time because of the time variations in the
default rate series. We calibrate θ0 and θ1 to replicate the cyclical
features of this series. Specifically, the aggregate risk-weight series
has a mean level of 8 percent and volatility of 0.10 after applying
the HP filter with smoothing parameter of 1,600. We thus set θ0 to
0.08. We also obtain θ1 = −8 as a value that matches the volatility
of the HP-filtered series. Under the fixed capital requirement regime,
θ1 = −8 is set equal to zero.

3.3.2 Equity Issuance Cost

First, consider the mean level of this cost γ0. In the macro literature,
Cooley and Quadrini (2001) assume that raising new equity involves
a 30 percent premium over debt financing. In an application of the
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same model to the banking sector, Zhu (2008) also uses the same
value; he argues that, referring to Van den Heuvel (2009), the 30
percent premium (relative to deposit financing) is in line with the
size of the tax burden on bank profits, which can be a part of bank
equity. It is, however, somewhat misleading to apply this value to
our model directly, because this estimate is supposed to be costs
for new equity, whether in the form of bank profits or new equity
issuance. While the parameter γ0 in our model corresponds to the
cost of issuing new equity, it seems naive to adopt the literal inter-
pretation to calibrate this parameter because in reality banks do not
issue new equity every period. Instead, it seems more appropriate to
interpret γ as overall costs for maintaining a certain level of bank
equity. We thus refer to the evidence on the return on equity (ROE)
in the banking sector. According to the Call Report, the average
annual ROE in the period between 1985 and 2008 is 11.7 percent. In
particular, between 1994 and 2006 the average ROE is more than 14
percent. Our reduced-form specification should include both the cost
of internal equity and the cost associated with issuing new equity.
Given that the latter cost may be much higher than the former as
mentioned above, we set γ0 at 0.05, which roughly corresponds to
the annual cost of 20 percent.

To calibrate the elasticity parameter γ1, we refer to the evidence
provided by Kashyap and Stein (2004) in which they analyze the
cyclicality of “capital charges,” which represent the total amount of
required bank capital. Based on their empirical results, they argue
that the cyclical pressure on bank capital positions can be accounted
for roughly equally by the higher requirement ratio induced by the
Basel II risk-sensitive regulation and the higher shadow cost of cap-
ital.22 This finding leads us to set γ1 = θ1 = −8 in the baseline cali-
bration. However, their result is based on the observations between
1998 and 2002, the period which is arguably a calm period in terms
of financial distress. As argued by Repullo and Suarez (2009), the
shadow cost of bank equity can become very high during the time of

22More precisely, Kashyap and Stein (2004) write, “The added cyclical pressure
on bank capital positions associated with Basel II is of almost the same order
of magnitude as the pre-existing baseline effect under Basel I.” Recall that the
shortfall of the capital positions under Basel I can be thought of as solely due to
the increase in the shadow cost of capital.



Vol. 6 No. 4 Procyclicality of Capital Requirements 159

financial distress. Therefore, we also consider the cases (as plausible
alternatives) in which γ1 is set to larger negative values (−12 and
−15).

3.4 Solving the Model

We solve the model non-linearly by applying the projections’ PEA
(parameterized expectation algorithm). Specifically, we parameter-
ize the conditional expectations in the two Euler equations (15)
and (20) by a tensor product of the Chebyshev polynomials of the
three state variables Zt, Kt, and At. Given the parameterized val-
ues of the expectations, we solve for all endogenous variables. We
can then evaluate the conditional expectations and see if they are
close to the initially postulated conditional expectations. We iterate
on this process until the coefficients of the parameterized functions
converge.23

4. Permanently Higher Capital Requirement

Before discussing our main results, this section focuses on the steady-
state effects of a permanent increase in the capital requirement
ratio while suppressing fluctuations of aggregate productivity.24 This
helps us gain insights into the underlying mechanism of the main
results in the subsequent section.

4.1 Level Effects

We first consider the effects when the capital requirement ratio is
raised from 8 percent to a permanently higher level, 12 percent. The
effects on the key macro variables are summarized in table 4. Since
the higher capital requirement imposes a higher cost for financial
intermediation, it reduces the total number of loans and liquidity

23The integrals associated with the aggregate shock are numerically calculated
by using the Gauss-Hermite quadrature with five nodes. The integrals associated
with the liquidity shock are calculated by using Simpson’s rule with fifty-one
nodes, since the distribution is truncated by ω.

24Because business cycle fluctuations of the economy are suppressed (i.e.,
At = 1) in this section, the difference between Basel I and Basel II is not relevant.
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Table 4. Steady-State Effects of Higher
Capital Requirement

Output −0.07 Net Worth −0.07
Capital Stock −0.29 Liquidity Dependence −0.02
Investment −0.29 PD +0.01
Total Loans −0.27 Price of Capital +0.22

Notes: Table reports percentage changes of each variable (except PD) when the cap-
ital requirement ratio is raised from 8 percent to 12 percent. The change in PD is
expressed as percentage points.

dependence. The increase in PD reflects the fact that the higher cap-
ital requirement makes it more difficult for the bank-entrepreneur
relationship to withstand the liquidity shock, meaning that more
positive NPV projects are abandoned. This directly affects aggre-
gate investment and the capital stock. The effect on aggregate out-
put amounts to 0.07 percent. Finally, because supply of the capital
good declines, the price of capital increases.25

We would like to stress that the level effects highlighted here
should be interpreted with caution because, as we mentioned above,
our model takes into account only the costly aspects of capital
requirements. For instance, higher capital requirements advocated in
the aftermath of the recent financial crisis play a useful role in avoid-
ing bank failures, which could result in significant negative effects on
the macroeconomy. Our model has nothing to say about the possi-
ble benefits of higher capital requirements because there is no bank
failure in our setup.

4.2 Transition Dynamics

Figure 1 presents the transition dynamics from the initial steady
state to the new steady state. Interestingly, before reaching the new
steady state, some variables go through larger declines, exhibiting
(inverse) hump-shaped patterns. In particular, additional declines

25To save space, we did not report the effects on consumption and the interest
rate. But not surprisingly, aggregate consumption declines and the interest rate
increases.
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Figure 1. Responses to a Permanently Higher Capital
Requirement

Notes: Plotted are transition paths in response to a permanent increase in the
capital requirement ratio from 8 percent to 12 percent.

in investment and total loans are most noticeable, whereas the
path of output shows only a modest hump. The reason for this
larger decline in investment is due to the household’s substitu-
tion from savings into consumption. As mentioned in footnote 25,
aggregate consumption eventually reaches a permanently lower level.
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However, it increases initially because the substitution effect is
large enough.26 This substitution effect results mainly from the
increasing price of capital over the first few quarters, as shown in
panel F.

5. Procyclicality of Bank Capital Regulation

This section presents the main results of this paper, quantifying
the procyclical effects of bank capital requirements. We first briefly
summarize the quantitative properties of the model without the cap-
ital requirement. The procyclicality of capital requirements is then
analyzed in the two regulatory regimes.

5.1 Dynamics in the No-Requirement Economy

We first briefly discuss the dynamics of the model without imposing
the capital requirement. Given our assumption that equity issuance
is costly (with no benefits), banks hold no equity in this case.27

Figure 2 presents the responses to a one-standard-deviation negative
aggregate productivity shock in this economy.

Since this economy is already analyzed by Kato (2006), we will
be brief and emphasize the results that are particularly relevant to
our paper. In our view, a key feature of this model is the behav-
ior of liquidity provision by banks in the wake of an adverse shock.
In particular, observe that the firm’s liquidity dependence increases
when the negative shock occurs. That is, it is optimal for the bank
to increase the liquidity dependence, allowing entrepreneurs to bet-
ter withstand their liquidity needs in bad times. Naturally, aggre-
gate loan demand falls in response to the negative shock since the
marginal product of capital falls. However, the increase in liquid-
ity dependence dampens the impact of the productivity shock on

26Aggregate consumption is largely driven by households’ consumption because
the share of entrepreneurs’ consumption is very small in the model.

27Our calibration assumes the presence of the capital requirement and associ-
ated equity issuance cost. To solve the no-requirement economy, we simply set
the capital requirement to zero. This had minimal impact on the steady-state
values of the model presented in table 3.
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Figure 2. Responses to a Productivity Shock

Notes: Plotted are responses to a one-standard-deviation negative productivity
shock. The capital requirement ratio and the equity issuance cost are held fixed
at 8 percent and 5 percent, respectively.

output. As emphasized by Kato (2006), this “smoothing” mechanism
generates a hump-shaped response in aggregate output.28

28Kato (2006) compares output responses in his model and the standard RBC
model and shows that the RBC model implies a larger initial response of output.
While our model differs from Kato’s in terms of calibration as well as the model
itself, we also obtain the hump-shaped response.
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Figure 3. Sample Paths of Capital Requirements and
Aggregate Output

Notes: Plotted are simulated series of the capital requirement ratio (applied only
in the Basel II regime), the equity issuance cost (applied in both regimes), and
the aggregate output series. The output series is the one generated under the
economy with no capital requirement and measured along the right axis.

5.2 Impulse Responses

We now consider the exercises to quantify the procyclicality induced
by the two forms of capital requirements. We link the TFP series
with the capital requirement ratio and the equity issuance cost
through equations (27) and (28), respectively. Remember that these
specifications assume that the two variables are perfectly correlated
(negatively) with the aggregate productivity series. It is informative
to see how they behave relative to aggregate output in our economy.
Figure 3 compares the two series with aggregate output series in the
no-requirement economy. The figure shows that the Basel II capital
requirement ratio takes its highest value at around 11 percent and
its lowest value at around 6 percent over the fifteen-year simulation
period. The variability of this series appears to be plausible, since it
is obtained using the available empirical evidence in the risk-weight
formula of Basel II. The figure also plots our simulated series for the
equity issuance cost. As implied by our calibration, it has the same
proportional amplitude as the capital requirement ratio.

Figure 4 shows how the economy responds to a negative TFP
shock under the different regulatory regimes. Recall that the
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Figure 4. Procyclical Effects of Basel I and Basel II

Notes: Plotted are responses to a one-standard-deviation negative TFP shock
under the three economies: in the benchmark economy, θt = 0.08 and γt = 0.05;
in the Basel I economy, θt = 0.08 and γt = 0.05A−8

t ; and in the Basel II economy,
θt = 0.08A−8

t and γt = 0.05A−8
t .
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benchmark economy imposes no capital requirements. Figure 4 plots
responses of household consumption and labor supply as well as the
same six variables considered before. Panel A shows that the number
of loans falls more under the presence of the capital requirements;
at the lowest point in the responses, which occur in the third quar-
ter, the differences from the benchmark economy amount to 12 basis
points and 20 basis points under Basel I and Basel II, respectively.
Panel B shows the differences in liquidity dependence. Remember
that the model’s key feature is that the entrepreneurs become more
dependent on credit lines in bad times. Tighter capital requirements
make the liquidity dependence more difficult. Interestingly, the peak
responses under the three cases, which occur in the impact period,
are very close to each other. However, capital requirements play a
role in depressing the persistence of this variable.

The second row of figure 4 shows the responses of the entrepre-
neur’s net worth and investment in the three economies. In line with
the larger declines in lending under Basel II, declines in entrepre-
neurial net worth and investment are also more accentuated in that
case. Because equity is more costly than deposits, the increases in
the capital requirement and equity issuance cost in bad times raise
the costs of external funds to entrepreneurs. Consequently, entre-
preneurial profits and thus net worth are reduced by more under
Basel II. The differences in declines in investment are significant;
the declines are amplified by 12 basis points and 20 basis points at
its trough, which occurs in the third quarter after the shock hits the
economy.

The third row presents the responses of output and the price
of capital. The output responses are hump-shaped across all cases.
Again, the fall of output is most significant under Basel II. At the
trough of the economy, the differences from the benchmark model
amount to 2 basis points and 3 basis points in Basel I and Basel II,
respectively. This can be considered relatively small. One important
issue to remember, however, is that these are the differences with
respect to a one-standard-deviation shock. In a more severe reces-
sion, the differences can be significantly larger. We will come back
to this issue again below. As for the behavior of the price of capital,
observe that the pattern of the responses is reversed. That is, declines
in the price of capital are smallest under Basel II. It even goes above
its steady-state level several periods after the shock. Remember that
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Table 5. Output Volatility

No
Requirement Basel I Basel II

Baseline (γ1 = −8) 1.84 1.87 1.92
— (1.016) (1.043)

γ1 = −12 — 1.89 1.94
— (1.027) (1.054)

γ1 = −15 — 1.91 1.97
— (1.038) (1.071)

Notes: Results are based on 500 replications of 200 observations (after randomiza-
tion of the initial condition). The standard deviations are based on logged HP-filtered
series with a smoothing parameter of 1,600. Numbers in parentheses report relative
volatility compared with that under the economy with no capital requirement.

the higher capital requirement itself raises the price of capital, since
it reduces the supply of capital goods, as indicated by the exercise
in section 4. Thus, declines in the price of capital in the face of the
negative productivity shock are mitigated under this regime.

The responses of household consumption, presented in panel G,
are more nuanced. First of all, the differences are difficult to observe;
second, after sharp declines in the impact period, which are of the
same magnitude across all three cases, consumption recovers more
under Basel II. This stems from the behavior of the price of capital;
upward trajectories of the price of capital from the second period
on are most pronounced in that case, inducing the steepest recovery
in consumption (see the discussion in sub-section 4.1). However, the
differences in the behavior of consumption are relatively small. Last,
panel H shows that the largest declines in labor supply occur under
Basel II.

5.3 Output Volatility

The first row of table 5 translates the impulse responses in out-
put into unconditional standard deviations. The numbers are based
on logged HP-filtered series. When the economy moves from the
benchmark no-requirement economy to the Basel I economy, output
volatility increases from 1.84 percent to 1.87 percent. Moving to the
Basel II economy raises the volatility to 1.92 percent.
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The remaining rows of table 5 present the comparisons with cases
where the elasticity of the equity issuance cost is set to larger nega-
tive values. Note first that in the baseline calibration with γ1 = −8,
the equity issuance cost fluctuates within a relatively narrow range,
as can be seen in figure 3; the standard deviation of the series is
0.9 percent and a three-standard-deviation upward move raises the
equity issuance cost to roughly 8 percent from 5 percent. When the
fluctuations of the equity issuance cost are raised by using alterna-
tive elasticities −12 and −15, the three-standard-deviation upward
moves from the mean correspond, respectively, to 9.3 percent and
10.4 percent. The table shows that the volatility difference between
the no-requirement economy and the Basel II economy (Basel I econ-
omy) reaches 10 (5) basis points when the elasticity is set larger than
γ1 = −12.

5.4 Effects during Booms and Downturns

Note that differences in the standard deviations convey only the
information regarding the average effect. Perhaps more interest-
ing are the differences in output paths under different regulatory
environments during booms and downturns. More specifically, we
simulate a long time series (10,000 observations) of aggregate out-
put in the three regulatory environments—economies with (i) no
capital requirement, (ii) the Basel I regulation, and (iii) the Basel
II regulation—feeding the same sequence of the underlying driving
process. We then calculate differences in logged HP-filtered output
series at each period. Let yB0

t , yB1
t , and yB2

t represent these out-
put series in the no-requirement economy, the Basel I economy, and
the Basel II economy, respectively. Figure 5 plots a randomly cho-
sen sample of 200 quarterly observations of (yB1

t − yB0
t )100 and

(yB2
t − yB0

t )100 under the baseline calibration (γ1 = −8). These
series capture the effects of Basel I and Basel II relative to no capital
requirement. As can be seen, the average differences can be relatively
small: the mean absolute deviations of the 10,000 observations are 4
basis points and 7 basis points, respectively. However, the graph also
shows that there are several occasions in this twenty-year period in
which the deviations are quite pronounced. For example, there are
two instances where the effect of Basel II exceeds 25 basis points.

To systematically quantify these infrequent yet important
events, table 6 presents the 1st, 5th, 95th, and 99th percentiles of the
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Figure 5. Sample Paths of Differences in Output (γ1 = −8)

Notes: The graph plots the sample paths (200 quarterly observations) of output
differences, expressed as log-differences times 100. yB0

t , yB1
t , and yB2

t are logged
HP-filtered output series in the no-requirement economy, the Basel I economy,
and the Basel II economy, respectively.

distributions of differences in output. Note that the lower part of the
distribution (1st percentile and 5th percentile) capture the effects
during downturns and the upper part corresponds to the effects
during booms.29 Let us focus on the lower tail of the distributions.
Under the baseline calibration with γ1 = −8, the 1st percentile of
the distribution amounts to 12 basis points when Basel I and no-
requirement economies are compared. The magnitude goes up to
40 basis points in the comparison of Basel II and no-requirement
economies. It is true that these numbers correspond to the effects
during the “rare” episodes.30 However, even when we consider the

29Observe that the distributions are somewhat asymmetric. This asymmetry
simply comes from the fact that the equity issuance cost is bounded by zero by
construction of the process.

30Note that it is somewhat misleading to interpret 1st and 99th percentiles
as once-every-100-quarter (twenty-five-year) events because these events tend to
occur in a cluster given that the driving process is persistent. These events,
however, do occur every forty to fifty years in our simulated series.
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Table 6. Output Differences in Booms and Downturns

Percentiles 1 5 95 99

(yB1
t − yB0

t )100 −0.12 −0.08 0.06 0.09
Baseline (yB2

t − yB0
t )100 −0.40 −0.18 0.15 0.25

(yB2
t − yB1

t )100 −0.27 −0.11 0.09 0.17

(yB1
t − yB0

t )100 −0.22 −0.12 0.10 0.15
γ1 = −12 (yB2

t − yB0
t )100 −0.61 −0.24 0.20 0.38

(yB2
t − yB1

t )100 −0.39 −0.13 0.11 0.25

(yB1
t − yB0

t )100 −0.32 −0.16 0.13 0.21
γ1 = −15 (yB2

t − yB0
t )100 −0.83 −0.30 0.25 0.53

(yB2
t − yB1

t )100 −0.51 −0.14 0.14 0.34

Notes: The table reports output paths under the three regulatory environments that
are hit by the same sequence of the underlying shock. Results are based on a long time
series (10,000 observations) of logged and HP-filtered data. Each reported number
is the log-difference (multiplied by 100) at each percentile of the distribution. yB0

t ,
yB1

t , and yB2
t are logged HP-filtered output series under no capital requirement, the

Basel I capital requirement, and the Basel II capital requirement, respectively.

5th percentile, output differences are not trivial, especially when the
Basel II economy is compared with the no-requirement economy.
The second and third panels of table 6 present the results from the
same calculations under larger elasticities. The results indicate that
the procyclicality induced by capital requirements is indeed sizable,
especially during severe downturns. Overall, the procyclical effects
of Basel I and Basel II amount to 10–15 basis points and 20–40 basis
points, respectively.

6. Conclusion

In this paper, we have quantified the procyclical effects of bank cap-
ital requirements. Relative to previous studies, our analysis is based
on a general equilibrium model where capital goods production is
subject to the agency problem studied by Holmstrom and Tirole
(1998). We find that, across various plausible calibrations, Basel I
and Basel II contribute to increasing the standard deviation of out-
put fluctuations by around 5 basis points and 10 basis points, respec-
tively. The magnification effect can be significantly larger around
business cycle peaks and troughs.
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Many simplifying assumptions we made allowed us to quantify
the macroeconomic effects of bank capital requirements in a general
equilibrium model. Our model thus misses several aspects that are
considered important in the earlier literature. First, as mentioned
elsewhere, the way we impose capital requirements is very stylized.
In particular, our model lacks a mechanism that generates a pre-
cautionary capital buffer, and thus capital requirements are always
binding. As explored in Repullo and Suarez (2009), incorporating
this “smoothing” motivation can alter the quantitative assessment
of the procyclical effects. Second, we a priori assumed the existence
of capital requirements without modeling why bank capital regula-
tion exists to begin with. In this regard, capital requirements can be
motivated as a device limiting the bank’s moral hazard under the
presence of deposit insurance as in Van den Heuvel (2008). Introduc-
ing the welfare-improving aspects of capital requirements could allow
us to conduct a more serious welfare analysis. Extending the model
along these dimensions is an important avenue for future research.

Appendix

The internal ratings based (IRB) approach uses the probability of
default, the loss given default, the exposure at default, and matu-
rity for each exposure to calculate the bank’s capital requirement
for each loan (see Basel Committee on Banking Supervision 2004).
The capital requirement ratio is derived from the following formula:

Capital Requirement Ratiot

= LGD ×
[
N

(
N−1(PDt) +

√
Ct × N−1(0.999)√

1 − Ct

)
− PDt

]

×
(

1 + (M − 2.5) × bt

1 − 1.5 × bt

)
,

where N(.) is the distribution function of standard normal, PD is
the probability of default, LGD is loss given default, and M is aver-
age maturity of loans. C is called the correlation factor and is linked
with PD through the following expression:

Ct = 0.12 + 0.12 × exp−50×PDt .
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Finally, there is a parameter, b, which adjusts the maturity of the
loan according to its risk as found in various quantitative impact
studies conducted by banks as requested by national supervisors
and the Basel Committee. This parameter is defined as follows:

bt = [0.11852 − 0.0547 × log(PDt)]2.
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